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1 Introduction

The calibration of coil sensitivity maps is crucial in parallel imaging. The most common

way to determine the sensitivity maps is obtaining low-resolution pre-scans. However this

could lead to reconstruction errors if the object is not static, since the sensitivity functions

are different between pre-scan and under-sampled scans.

In SMASH-like (SMASH: SiMultaneous Acquisition of Spatial Harmonics,[1]) parallel

imaging, the reconstruction function can easily be calculated by fitting real-time data with a

small number of additional k-space lines without knowing the exact coil sensitivity distribu-

tion. In SENSE-like (SENSE: SENSitivity Encoding,[2]) parallel imaging, sensitivity maps

are always required in order to determine the reconstruction matrix. A number of difference

approaches have been demonstrated which extract real-time coil sensitivity information from

under-sampled data. The most direct method to do this is acquiring full data lines in the

central region of k-space, then apply Fourier transform to get a no-aliasing low-resolution

image. There are other methods like TSENSE [3], SHRUG (Self Hybrid Referencing with

UNFOLD and GRAPPA)[4] which use temporal low-pass filter similar to UNFOLD [5] to

remove aliased component from reduced FOV images.

In this project the above auto-calibration methods for SENSE were implemented on both

phantom and in vivo experiments. Tests were also done on a created data set which simulated

a time-varying object.
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2 Methods

(a) (b) (c)

Figure 1: SENSE

SENSE

Parallel imaging techniques use the sensitivity differences of individual coils in a coil array

to reduce the number of phase encoding in MR scans. For image domain techniques like

SENSE, the basic concept is shown in Fig. 1. If we sampled the k-space in an interleaved

pattern, we will get images with half the FOV and aliasing artifacts. In these aliased images

of each coil, as Fig. 1 (a) & (c), point P is actually a linear combination of P1 and P2 from

the original image, and the coefficients of this combination is determined by the respective

coil sensitivity profile of each coil. The matrix formulation of SENSE reconstruction can be

written as [2]

G = Ef + n (1)

where G is the vector of measured k-space samples, E is the encoding matrix, f is the vector

of magnetization image voxels, and n is coil noise. So the unaliased image f̂ can be calculated

by

f̂ = (EHΨ−1E)−1EHΨ−1G = UG (2)

where Φ is the estimated noise correlation matrix between coils. In theory, an coil array of

n channels can achieve an reduction factor of n in parallel imaging.

UNFOLD

As Fig. 2(a) shows, a shift of sampling function by a fraction f of a line lead to a linear

phase shift of aliasing replicas except the central one. If we keep shifting the sampling
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can be used to ‘‘label,’’ and then resolve, the various
components that are overlapped, by modulating their
phase as a function of time in a controlled way.

Consider the following example. Assume that both P0

and P1 are constant in time. A time series of images is
acquired, where every odd image in the series is obtained
using a sampling function shifted by half a line ( f ! 0.5)
compared with that used for the even images. As a result,
the aliased components in the odd images are multiplied
by ei2"f ! #1 (Fig. 4a). More specifically, the value of the
image point where P0 and P1 overlap oscillates between

P0 $ P1 (even images) and P0 # P1 (odd images). This
is reminiscent of some ghost-removing methods de-
veloped for EPI (41,42), where certain problems at the
acquisition stage can generate inconsistencies between
even and odd lines. Reconstructing these separately may
help in finding parameters needed for accurate reconstruc-
tion. Here, the focus of interest is the dynamic nature of the
imaged object, rather than the effect of hardware imperfec-
tions.

Figure 4b shows the temporal frequency spectrum (the
FT in the time direction) of the signal at the image point
where P0 and P1 overlap. The spectrum contains a compo-
nent at the Nyquist frequency (the point P1) and a DC
component (the point P0). Notice that P0 and P1 in Fig. 4b
are no longer overlapped; they have been Fourier encoded
to different locations in the temporal frequency domain,
and they can be separated in Fig. 4b as surely as in Fig. 1c
(where P0 and P1 are Fourier encoded to different locations
in the spatial domain).

In Fig. 4c, the assumption that P0 and P1 are constant in
time is removed. The spectrum associated with the point
P0(t), F (P0(t)), now contains a range of frequencies instead
of a single (DC) component. The more ‘‘dynamic’’ a point
is, the wider is the frequency range required to describe its
time variations. The same can be said of P1(t) and its
spectrum F (P1(t)). As in Fig. 4b, the spectrum associated
with P1 is shifted by half the temporal bandwidth and
centered at the Nyquist frequency. This is because of the
shifts applied to the sampling function, which change the
sign of P1 every second frame. Since the spectra from P0

and P1 are separated in Fig. 4c, the time dependence of one
point can be obtained by filtering out (i.e., removing) the
spectrum associated with the other point and applying a
Fourier transform to the result.

The example presented above can be further gener-
alized. Imagine n points overlapped into a single voxel
through spatial aliasing. These n points are referred to as Pj,
where j is the order of the PSF peak from which a point
originates. The value of the resulting composite point is
given by

P(t) ! !
j!#floor((n#1/2))

floor(n/2)

Pj(t) · ei2"f(t)j [2]

where floor( ) rounds a real number to the nearest lower
integer and f(t) is the k-space shift of the sampling function
S(k!) employed at time t. A useful special case to consider

FIG. 3. a: The sampling function shown in Fig. 2
is shifted along the phase-encoding direction.
Dashed and full lines represent, respectively, the
old and new location of the sampling function.
Through the shift theorem, this shift generates a
phase ramp in the PSF shown in b. Phase shifts
at the PSF peaks are passed to the replicas in c
through the convolution in Eq. [1].

FIG. 4. a: A shift of half a ky line changes the sign of every
odd-ordered replica (hatched circles). b: In a time series where f
(shown in Fig. 3) oscillates between 0 and 0.5 every second frame,
the point P0 (shown in Figs. 1c and 3c) remains constant through time
while the point P1 changes sign at the Nyquist frequency. c: If P0 and
P1 are time-dependent, their temporal frequency spectrum becomes
a distribution of frequencies instead of a delta function.
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(a) (b)

Figure 2: UNFOLD B.Madore,G.H.Glover,andN.J.Pelc,UNFOLD,Magn.Reson.Med.,42:813828,1999

function of each time frame, the temporal frequency spectrum of each replica will also be

shifted. As in Fig. 2(b), the signals from replica P1 is shifted to the Nyquist frequency, and

the signals of P0 is centered around DC. Thus by applying a temporal low-pass filter we can

eliminate the signals from aliasing component P1, and then FFT the filtered spectrum back

into time-domain to get a unaliased P0 image [5].

TSENSE

The TSENSE estimate is defined as [3]

f̂TSENSE(x, y, t) = [f̂SENSE(x, y, t)](1,1) ∗ hLPF (t) = [Uf̂UNFOLD](1,1) (3)

In adaptive TSENSE, unaliased sensitivity maps are calculated from aliased images through

temporal low-pass filtering. Then SENSE and UNFOLD are applied to remove aliasing

artifacts.

SHRUG

The sampling pattern of TSENSE and SHRUG are shown in Fig. 3 [4]. In TSENSE,

k-space lines are acquired every n lines in each frame. In SHRUG, the central region is

sampled every other line, and more loosely in the outer region. As in Fig. 3c when reduction

factor = 3, k-space data are sampled every 2 lines in the central 1/3 region and every 4 lines

in the other parts, while TSENSE sampled one k-space line every three lines (Fig. 3b). In

SHRUG, Data from the central region are used to determine coil sensitivity maps by temporal

low-pass filtering, then variant-density SENSE is conducted to reconstruct full-FOV images

before applying UNFOLD to suppress aliasing artifacts.
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In SHRUG, a region near k-space center is sampled more
densely (as in GRAPPA). As little as half the lines are
acquired in this central region, and the resulting data are
reconstructed with UNFOLD (as in TSENSE) to generate
the coil-sensitivity maps (26). The resulting method is
depicted in Fig. 2c: For example, one obtains total accel-
eration n ! 3 by sampling one line every ncenter ! 2 over
a central region c ! 1/3, and one line every nedge ! 4 over
the remainder (1 – c) of the k-space matrix:

n ! "c/ncenter " "1 # c#/nedge#
$1. [1]

For a given user-input value n, an algorithm sets values for
c, ncenter, and nedge according to the following rules: 1) the
region available for sensitivity mapping c cannot be

smaller than 0.15, 2) ncenter cannot be % 2.0, and 3) nedge

must be a multiple of ncenter. This last requirement stems
from the use of vdSENSE, and would not be needed if
SHRUG were used along with a more general reconstruc-
tion method (e.g., SPACE RIP).

The sampling function is changed with time, as required
by UNFOLD. SHRUG aims to be faster than the self-cali-
bration approach in GRAPPA (because as little as half the
lines are acquired in the central region, instead of all the
lines), and more accurate than a direct extension of the
approach in TSENSE.

Data Reconstruction With vdSENSE

Possibly because of its simplicity and processing speed,
Cartesian SENSE (2) is currently the most commonly used

FIG. 2. a: For an acceleration factor of 2, the acqui-
sition scheme for SHRUG is the same as that for
TSENSE: One flip-flops from time frame to time frame
between acquisitions of only the odd k-space lines or
only the even ones. For accelerations higher than 2,
SHRUG diverges from TSENSE. b: For an accelera-
tion n ! 3, a direct extension of TSENSE involves
oscillating between three different sampling patterns
that are shifted versions of each other, sampling only
one line every third line. UNFOLD with an acceleration
of 3 is applied as part of the sensitivity mapping pro-
cess. c: For the same n ! 3, SHRUG would keep the
number of different patterns to only two, keep the
acceleration near k-space center to only 2, and use a
higher acceleration of 4 for the outer regions. As ex-
plained in Fig. 4, the SHRUG scheme is believed to
reconstruct more faithfully the frequency content of
the imaged object.

FIG. 3. The data used as input in the simulation to compare SHRUG and a TSENSE-like approach consist of (a) a time series of magnitude
images from a clinical perfusion scan performed at our institution, and (c) simulated sensitivity maps. The second, third, and fourth
sensitivity maps have vertical phase ramps ranging, respectively, from 0 to 2&, 0 to –2&, and 0 to 4&. Because the simulated sensitivity
functions are very different from each other, the parallel imaging reconstruction process itself works nearly perfectly in this simulation. Errors
in the reconstructed data are caused only by limitations in the way SHRUG or TSENSE calculate the sensitivity maps from subsampled data.
The same simulated sensitivity maps are also used in the simulation of Fig. 6, but without phase ramps, intentionally making the parallel
imaging problem ill-conditioned. b: Images reconstructed with the use of sensitivity maps obtained with SHRUG are very similar to the
reference images in part a. Figure 4 compares SHRUG and TSENSE results.
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Figure 3: TSENSE and SHRUG (B.Madore.Unfold−sense,Magn.Reson.Med.,52:310−320,2004)

3 Results

Phantom (static)

The phantom images were obtained by a four-element coil array. Phase encoding was

conducted along the horizontal direction. The combined unaliased full-FOV image and

aliased images (reduction factor = 2) of each coil are shown in Fig. 4. Fig. 5 and Fig. 6

are coil sensitivity maps calculated from the k-space central 1/8 data and temporal low-pass

filtering, respectively. The reconstructed images are in Fig. 7. In reconstruction by reference

lines images there are artifacts along phase encoding direction. Errors also occurred at where

there is a sharp edge that low-resolution sensitivity maps failed to preserve.

Head (static)

Head images were also obtained by a four-element coil array. The combined unaliased

full-FOV image and aliased images (reduction factor = 2) of each coil are shown in Fig. 8.

Fig. 9 and Fig. 10 are coil sensitivity maps calculated from the k-space central 1/8 data and

temporal low-pass filtering, respectively. The reconstructed images are in Fig. 11.

The same reconstruction process for reduction factor = 3 is shown in Fig. 12 to

Fig. 15. TSENSE and SHRUG diverge when reduction factor is greater then 2.
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(a) Combined Full
FOV Image

(b) Coil 1 (c) Coil 2 (d) Coil 3 (e) Coil 4

Figure 4: Phantom Images (reduction factor = 2)

(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 5: Coil Sensitivity Maps Calculated by 1/8 FOV Reference Lines
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(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 6: Coil Sensitivity Maps Calculated by Temporal LPF (# of time frames = 32)

(a) 1/8 FOV Refer-
ence Lines

(b)
TSENSE/SHRUG

Figure 7: Reconstructed Images (reduction factor = 2)
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(a) Combined Full
FOV Image

(b) Coil 1 (c) Coil 2 (d) Coil 3 (e) Coil 4

Figure 8: Head Images (reduction factor = 2)

(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 9: Coil Sensitivity Maps Calculated by 1/8 FOV Reference Lines
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(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 10: Coil Sensitivity Maps Calculated by Temporal LPF (# of time frames = 32)

(a) 1/8 FOV Refer-
ence Lines

(b)
TSENSE/SHRUG

Figure 11: Reconstructed Images (reduction factor = 2)
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(a) Combined Full
FOV Image

(b) Coil 1 (c) Coil 2 (d) Coil 3 (e) Coil 4

Figure 12: Head Images (reduction factor = 3)

(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 13: Coil Sensitivity Maps Calculated by TSENSE (# of time frames = 32)
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(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 14: Coil Sensitivity Maps Calculated by SHRUG (# of time frames = 32)

(a) 1/8 FOV Refer-
ence Lines

(b) TSENSE (c) SHRUG

Figure 15: Reconstructed Images (reduction factor = 3)
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Simulated Phantom (dynamic)

A phantom was generated with a dynamic region near the image center and is static in

the outer region. There are totally 32 time frames, a part of them are shown in Fig. 16.

Coil sensitivity maps simulated using Biot-Savart law (Fig. 17) were used to generate aliased

single-coil images (Fig. 18). Sensitivity profiles extrcted from undersampled data are shown

in Fig. 19 and Fig. 20. For images reconstructed using reference lines, there are artifacts

similar to Fig. 7(a). For images reconstructed using TSENSE and SHRUG, the smearing

effect caused by temporal low-pass filtering was reflected as spatial blurring in the dynamic

region of object domain. The 17th frame is at the center of the whole time-series, so it is not

seriously affected by the smearing. In the edge of FOV there are aliased components that

UNFOLD didn’t completely remove. The reason is that in these areas the aliased replicas are

more ”dynamic”, and their spectra extended into the low-frequency region and was partially

preserved under the low-pass filter we applied.

(a) t = 1 (b) t = 5 (c) t = 9 (d) t = 13

(e) t = 17 (f) t = 21 (g) t = 25 (h) t = 29

Figure 16: Simulated Dynamic Phantom (total # of time frames = 32)
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(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 17: Simulated Coil Sensitivity Maps

(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 18: Aliased Images (reduction factor = 2, t = 17)

(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 19: Coil Sensitivity Maps Calculated by 1/8 FOV Reference Lines (t= 17)
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(a) Coil 1 (b) Coil 2 (c) Coil 3 (d) Coil 4

Figure 20: Coil Sensitivity Maps Calculated by Temporal LPF (t =17)

(a) t = 1 (b) t = 5 (c) t = 9 (d) t = 13

(e) t = 17 (f) t = 21 (g) t = 25 (h) t = 29

Figure 21: Reconstructed Images (1/8 FOV reference lines)
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(a) t = 1 (b) t = 5 (c) t = 9 (d) t = 13

(e) t = 17 (f) t = 21 (g) t = 25 (h) t = 29

Figure 22: Reconstructed Images (TSENSE/SHRUG)
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4 Discussion & Conclusion

In this project we demonstrated different methods for auto-calibrating SENSE: reference

lines, TSENSE, and SHRUG. The advantage of extracting sensitivity profiles through tem-

poral low-pass filtering over reference lines is the shorter scan time. As in the above results,

we used the central 1/8 data lines to generate the low-resolution sensitivity maps, so the

actual reduction factor of reference line SENSE is 1.78 while those of TSENSE and SHRUG

are both 2.

Using temporal low-pass filtering to obtain sensitivity information for parallel reconstruc-

tion is an efficient approach since it doesn’t require any additional data lines. However for

rapidly varying objects the temporal smearing in sensitivity calibration caused by low-pass

filtering may lead to reconstruction errors. So it is important to choose temporal filters

carefully when calculating coil sensitivity maps.

TSENSE and SHRUG are identical when the reduction factor is two. For a reduction factor

greater then two, elimination of aliased components in TSENSE tends to be more difficult

because the spectra of different replicas are closer, making it harder to perfectly separate

them. In our results (15) this effect was not apparent, instead we even got a more blurred

image from SHRUG-SENSE reconstruction than TSENSE. This may because the spectrum

bandwidth of slowly-varying components is narrow enough to avoid serious cross talk under

a reduction factor of three, so we only see the blurring effect resulted from low-resolution

sensitivity maps SHRUG created.

In TSENSE and SHRUG the UNFOLD method only contributes to sensitivity profiles

calibration and artifacts suppression. If we combine UNFOLD and k-space based parallel

imaging techniques like SMASH [6], with proper modifications it is possible to use UNFOLD

to further increase acquisition speed for at least two-times.
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